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ABSTRACT 

 

 The global weather enterprise is composed of entities that specialize in a range of 

areas from research and operations to industry, each with a unique set of goals and 

challenges that impede progress. Typically, an impediment to progress in the field of 

atmospheric sciences lies in the lack of access to, or availability of a resource in the form 

of an observational dataset, model output, or computational power. This work presents a 

solution to two independent operational needs: 1) A reliable and representative gridded 

precipitation estimate dataset for fire weather applications in Alaska, and 2) A flexible, 

cloud-compatible file format for high volume model output for efficient operational and 

machine learning workflows.  

 The Integrated Multi-satellitE Retrievals for the Global Precipitation 

Measurement Mission (IMERG) version 6B precipitation estimates are evaluated and 

bias-corrected for use in forecasting and situational awareness during the Alaskan fire 

season. Precipitation estimates from six fire seasons (1 June – 31 August 2014-2019) are 

aggregated to calculate empirical cumulative distributions for the four quadrants of 

Alaska. These distributions are utilized to evaluate the accuracy of the near real-time 

IMERG estimates of 24-hour precipitation and subsequently bias-correct them via 

regional quantile mapping. The regional quantile mapping method reduced the 

algorithm’s wet bias, which improved the accuracy of the precipitation estimates across 

Alaska. 
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 To address the second objective, an alternative file format, Zarr, is presented for 

the existing archive of High-Resolution Rapid Refresh (HRRR) model output. Zarr is a 

cloud-compatible, flexible file format which allows for N-dimensional data arrays that 

are chunked and compressed based on user specifications. The resulting dataset, HRRR-

Zarr, has an analysis (F00) and forecast (F01-F18 or F48) file for each model run, whose 

arrays are subset into 96 three-dimensional chunks, with spatial dimensions of size 150 x 

150 grid spaces and a time dimension determined by forecast length. This work 

demonstrates the utility of HRRR output in Zarr format for operational and machine 

learning workflows. The HRRR-Zarr archive and near real-time data are stored as objects 

in the Amazon Web Service Simple Storage Service and made publicly accessible via the 

Amazon Open Data Registry. 
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CHAPTER 1 

 

INTRODUCTION 

 

1.1 Motivation 

Each day, forecasting and decision-making agencies around the world utilize a 

range of data products to generate invaluable guidance on the state of the atmosphere and 

how it will affect the economy and society (Benjamin et al. 2018). Subsections of the 

weather enterprise specialize in area-specific high-impact phenomena such as hydrologic 

monitoring or fire weather forecasting, and thus use different resources on a daily basis 

whether that be numerical weather model output, satellite retrievals, or observations from 

ground stations. Regardless of location, specialization, or purpose, every agency that 

provides operational guidance faces a unique set of challenges that hinder efforts to either 

produce a forecast or make critical decisions. Here, we address two areas of research 

motivated by current operational needs: 1) Lack of availability and accuracy of 

precipitation estimates during Alaska fire seasons and 2) Difficulties accessing and 

efficiently processing numerical weather prediction model output for machine learning 

and forecasting applications. 
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1.2 IMERG Precipitation Estimates  

During the summer months, the state of Alaska is prone to destructive wildfire 

outbreaks. The Alaska Interagency Coordination Center (AICC) is the agency tasked with 

forecasting weather conducive to igniting new or exacerbating existing wildfires as well 

as allocating firefighting resources and managing risks. The AICC determines wildfire 

potential using the Canadian Forest Fire Danger Rating System (CFFDRS) which relies 

on sensible weather parameters (temperature, relative humidity, wind, precipitation) to 

quantify fuel conditions and flammability (De Groot et al. 2003; Lawson and Armitage 

2008; Flanigan et al. 2013; Horel et al. 2014; Field et al. 2015). The CFFDRS indices are 

calculated each day using observations and model analyses and made available online in 

gridded format as part of a program called Alaska Fire and Fuels (Fig. 1.1). These tools 

help fire managers and agencies like AICC communicate risk and wildfire potential to the 

public. 

One of the major shortcomings of using the CFFDRS in Alaska is the lack of in-

situ observations, especially in remote areas where wildfires are frequent. Spatially 

heterogenous weather parameters, like precipitation, are especially difficult to quantify 

during the summer months in Alaska given its predominately convective mode. Daily 

precipitation totals in Alaska are on average relatively small (≤ 3 mm), but have a 

profound effect on the daily CFFDRS index calculations. The current CFFFDRS 

precipitation input, gridded quantitative precipitation estimates produced by the Alaska-

Pacific River Forecast Center, relies heavily on observations from the sporadic National 

Weather Service (NWS) and RAWS stations. If one of these stations produces bad data 

or needs maintenance, the CFFDRS indices will not reflect the true state of the fuels 
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based on the meteorological information it received. 

Having accurate precipitation estimates in time and space are critical for reliable 

representation of fuel conditions, but are not well measured by Alaska’s few available 

ground stations. We propose an alternative precipitation source: Estimates derived using 

the Integrated Multi-SatellitE Retrievals for the Global Precipitation Measurement 

Mission (IMERG) algorithm. IMERG precipitation estimates are derived using infrared 

and passive microwave radiances from satellites within the Global Precipitation 

Measurement Mission (GPM) constellation, and are available at a 0.1° x 0.1° resolution 

for all latitudes (Hou et. al 2014; Fig. 1.2). The IMERG algorithm combines retrievals 

from all satellites in the constellation to produce a global precipitation estimate (mm hr-1) 

every half hour (GPM ATBD 2019). For each half hour, the IMERG algorithm is run 

three time, with varying latencies and degree of post-processing. For the work in this 

dissertation, we focus on the IMERG-Early (IMERG-E) run which minimizes latency 

(~4h), but has less post-processing than the Late and Final runs with ~12h and ~3 months 

latency, respectively.   

Chapter 2 of this dissertation evaluates the utility of near real-time IMERG 

precipitation estimates for use in operational fire weather applications in Alaska. We 

perform a validation of the IMERG-E 24-hour accumulated precipitation estimates across 

the state of Alaska, using precipitation observations from stations managed by the NWS 

and Remote Automated Weather Stations (RAWS) as ground truth. Since station 

observations are sporadic and generally unrepresentative on a large spatial scale, we split 

the state into 4 quadrants, and aggregate daily precipitation values over six fire seasons 

(June 1-August 31 2014-2019) into a cumulative distribution function. We then compare 
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24-hour precipitation accumulation values based on percentile ranges rather than explicit 

values. Following the evaluation, we build upon a commonly used bias correction 

method, quantile mapping, to attempt to improve the IMERG-E estimates (Erickson et al. 

2012; Pierce et al. 2015; Nelson et al. 2016; Hashemi et al. 2017). We employ a regional 

quantile mapping approach to account for the sporadic and sometimes unreliable station 

data located in each quadrant. After the bias-correction, we replicate the steps from the 

initial validation to evaluate the quantile-mapped IMERG-E estimates.  

Throughout Chapter 2 of this dissertation, we will address the following research 

objectives: 

• How well does the IMERG-E algorithm estimate 24-hour precipitation as 

a function of region or fire season?  

• What kind of bias (if any) does IMERG-E exhibit at each percentile 

range? 

• What are the shortcomings of the algorithm, especially at high latitude 

locations? 

• Does the quantile mapping bias correction method improve the IMERG-E 

precipitation estimates? 

• Are the corrected precipitation estimates satisfactory for use in CFFDRS 

calculations? 

 

1.3 The HRRR-Zarr Archive 

 The High-Resolution Rapid Refresh (HRRR; Benjamin et al. 2016) is a 3-km, 

convection-allowing numerical weather prediction model run operationally every hour by 
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the National Centers for Environmental Prediction’s Environmental Modeling Center. 

Depending on the initialization time, the current HRRR model, version 4, produces 

hourly surface, pressure, and native grid forecasts out to 18 or 48 hours. Its domain 

covers the contiguous United States (CONUS) and has a separate domain for Alaska, 

both of which are nested within the Rapid Refresh model domain which supplies the 

HRRR with initial and boundary conditions (Fig. 1.3; McCorkle et al. 2018).  

For decades, two-dimensional output from many numerical weather prediction 

models, including the HRRR model, have been stored in the highly-compressible 

hypercube-structured file format, GRIdded Binary Second Edition (GRIB2; Silver and 

Zander 2017). For a given HRRR run, 19 or 49 (F00-F18, F00-F48) GRIB2 files are 

produced that contain hundreds of two-dimensional fields with values for 1.9 million grid 

points, most of which are not needed by an end user. While GRIB2 files are effective for 

storing and transmitting large amounts of two-dimensional model data, they are difficult 

to work with given their large size when decompressed. Machine learning and other high-

throughput applications might require accessing thousands of GRIB2 files, which 

requires an enormous amount of storage and computing power.  

In Chapter 3, we propose a flexible and cloud-compatible N-dimensional file 

format, Zarr, as an alternative HRRR model output format intended for use in operational 

and machine learning workflows. Despite being a relatively new file type, the Zarr format 

has already been adopted for big data applications, e.g., the United Kingdom’s Met 

Office model reanalysis datasets (McCaie 2019), Lyft’s Level 5 self-driving platform 

(Houston et al. 2020), and for the datasets in the MalariaGEN project (Pearson et al. 

2019). Files in Zarr format can easily be generated or manipulated in Python using the 
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Zarr Python library. The Zarr protocol is backend compatible with common libraries 

(e.g., xarray, iris, and dask) and has the capability to write directly to cloud platforms. 

 In this dissertation, we apply the Zarr format to existing HRRR surface files 

originally archived by the University of Utah (Blaylock et al. 2017; Blaylock et al. 2018). 

The resulting dataset, HRRR-Zarr, has two sets of zarr files per model run: analysis files 

derived from each field in the F00 GRIB2 output files, and forecast files combining all 

available forecast times (extending from F01 up to F48) for each field. Each GRIB2 field 

of size 1799 x 1059 is subdivided into 96 chunks of size 150 x 150, spanning ~450 km2. 

Hence, the zarr analysis files are small squares while the forecast files are small cubes 

with forecast time being the third dimension (Fig. 1.4). All zarr files are compressed 

using the LZ4 algorithm and mimic a traditional directory structure using file names that 

end users are accustomed to from the field naming conventions in GRIB2 files. The 

archive and near-real time HRRR-Zarr files are stored as objects in the Amazon Web 

Service (AWS) Simple Storage Service (S3) as part of the AWS Open Data Program 

(Amazon 2021). These objects are located in an S3 bucket, accessible with the unique 

identifier “hrrrzarr”.  

In Chapter 3, we discuss the current state of managing the data from numerical 

weather prediction model output, introduce the Zarr format, describe the workflow for 

creating the HRRR-Zarr dataset, and highlight potential HRRR-Zarr use cases for high 

stakes forecasting and machine learning applications. While some are open-ended and not 

completely resolved with our Zarr method, we address the following operational needs 

and objectives: 
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• How can the growing volume of model data be made more accessible to 

end users? 

• How can end users utilize model output in a flexible manner, without 

having to store many GB of unneeded data or perform additional post-

processing? 

• What compute resources are needed and how can we convert TBs of 

GRIB2 HRRR output to Zarr format? 

• What can be done in our HRRR-Zarr files to create a familiar environment 

for users of GRIB2 while being accessible to users in other fields? 

• What chunk structure and compression algorithm would allow for lossless 

compression and promote more efficient operational and machine learning 

workflows? 

• In what operational or research situations would the Zarr format be 

optimal?  

The questions and objectives stated here will be addressed in Chapter 3. The final 

chapter of this dissertation discusses the potential applications of the HRRR-Zarr format 

as well as additional datasets that if in Zarr format would benefit a spectrum of users.  

 

1.4 Research Overview 

 The research in this dissertation is based on the root objective of identifying gaps 

in resources that impede operational forecasting or the research that advances it, and posit 

an implementable solution. The research in Chapter 2 was spearheaded by a grant from 

the Joint Fire Science Consortium to study weather conditions conducive to rapid spread 
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of wildfires and the ability of the HRRR model to forecast them. Our previous research 

evaluated the HRRR-Alaska model forecasts of surface pressure (McCorkle et al. 2018), 

which later led to uncovering other operational challenges in the state, namely the 

accuracy of precipitation estimates during fire season. This work evaluated the IMERG 

algorithm’s precipitation estimates over Alaska to determine its utility for fire weather 

applications. The research described in Chapter 2 was published in Weather and 

Forecasting as the first extensive validation of the IMERG precipitation estimates 

poleward of 60° N/S (Gowan and Horel 2020). The workflow to evaluate and bias correct 

the IMERG estimates was presented to researchers and fire managers at the Alaska Fall 

Fire Review and has the potential to be implemented operationally. In addition to 

addressing the utility of the algorithm for use in Alaska, the results from a high-latitude 

evaluation of the IMERG estimates could bring to light systematic biases that exist and 

could be accounted for in future algorithm iterations. 

 Chapter 3 presents a solution to the data bottlenecks experienced when using a 

high volume of model output in legacy file formats such as GRIB2 and netCDF4. We 

illustrate an alternate data storage method that involved transitioning from a several year 

effort to archive HRRR model output at the University of Utah (Blaylock et al., 2017) to 

providing that data in Zarr format. The HRRR-Zarr archive is now a publicly-available 

repository, made possible by the AWS Open Data Program and its partnership with the 

National Oceanic and Atmospheric Administration Big Data Program (Fig. 1.5). Chapter 

3 details the workflow through which we developed the HRRR-Zarr dataset, a flexible, 

cloud-compatible file format that will enable efficient access of model data for machine 

learning and operations. This product has already garnered attention from researchers and 
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industry scientists alike, and has the potential to be extrapolated to output from other 

models or datasets. The research in Chapter 3 detailing creation of the HRRR-Zarr 

archive and potential use cases will be submitted for publication consideration in the 

Journal of Atmospheric and Oceanic Technology.  

 The dissertation concludes with Chapter 4, which summarizes the findings of the 

research in Chapters 2 and 3. Chapter 4 will propose extensions of the existing research 

and briefly discuss potential applications of these datasets in the future. 
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Figure 1.1: Alaska Fire and Fuels web interface displaying a CFFDRS index, Fine Fuel 
Moisture Code, on 28 June 2019 (https://akff.mesowest.org/).  
  

https://akff.mesowest.org/
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Figure 1.2: Satellites in orbit, as of April 2019, that contribute data to the Global 
Precipitation Measurement Mission (https://gpm.nasa.gov/).  
  

https://gpm.nasa.gov/
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Figure 1.3: Domain boundaries for the HRRR model domains over the contiguous United 
States and Alaska. The HRRR domains are nested within the Rapid Refresh model 
domain (https://rapidrefresh.noaa.gov/).  
  

https://rapidrefresh.noaa.gov/
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Figure 1.4: HRRR-Zarr data chunk boundaries over the western United States. Map is 
filled to display terrain and land cover.  
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Figure 1.5: Amazon Open Data Registry landing page for the HRRR GRIB2 and Zarr 
repositories (https://registry.opendata.aws/noaa-hrrr-pds/) 
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CHAPTER 2 

 

EVALUATION OF IMERG-E PRECIPITATION ESTIMATES FOR  

FIRE WEATHER APPLICATIONS IN ALASKA 

 

Reprinted with permission from Gowan, T. A. and J. D. Horel, 2020: Evaluation of 

IMERG-E Precipitation Estimates for Fire Weather Applications in Alaska. Wea. 

Forecasting, 35, 1831–1843, doi: 10.1175/WAF-D-20-0023.1. © American 

Meteorological Society. Used with permission.  
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CHAPTER 3 

 

ARCHIVAL AND ANALYSIS OF HIGH-RESOLUTION RAPID  

REFRESH MODEL OUTPUT USING ZARR FILES  

IN THE CLOUD 

 

3.1 Abstract 

Output from operational numerical weather prediction models is relied upon for 

diverse applications. The dominant format (GRIdded Binary Second Edition, GRIB2) 

used by operational centers to disseminate files within a model run relies on highly 

efficient compression of two-dimensional grids and results in O(100 MB) file sizes.  

Processing time and storage needs are high if large numbers of GRIB2 files are required. 

We illustrate one approach to overcome such bottlenecks by reformatting GRIB2 model 

output from the High-Resolution Rapid Refresh (HRRR) model of the National Centers 

for Environmental Prediction to an N-dimensional, cloud-compatible file type, Zarr. The 

resulting data archive (HRRR-Zarr) is stored using the Amazon Web Service Simple 

Storage Service and available publicly through the Amazon Open Data program.  

Currently, 576 HRRR files are generated every day for each of three sets of grids 

(surface, pressure, and native). The surface set contains 173 grids representing a mix of 

variables at levels in the vertical of highest interest for many applications. Each grid 

contains 1.9 million grid points for the contiguous United States region that are 
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subdivided into 96 chunks containing 150x150 grid points. Chunks for all forecast times 

within a model run are combined into O(1 MB) files for each field type (parameter, level, 

etc.). Over 17,000 small file objects are created from each model run in order to provide 

flexibility to access the subdomains and variables of interest. The HRRR-Zarr approach 

is illustrated for use cases that benefit from the HRRR surface files, such as real-time 

alerts for high-impact situations and efficient access to output from hundreds of model 

runs relevant to machine-learning applications of sensible weather parameters. 

 

3.2 Introduction 

The global weather enterprise relies on millions of large, two-dimensional data 

fields created each day by operational numerical weather prediction (NWP) models 

(Benjamin et al.  2018).  The perceptions, uses, and values for that vast amount of 

information depends in part on how it is disseminated and accessible to end users (Lazo 

et al. 2009).  Advances in computing processing power and storage have allowed 

operational centers to run models at finer spatial scales and higher temporal frequency 

(Benjamin et al. 2018), yet only a small fraction of the information available from the 

models are typically available to end users. Pragmatic decisions are made by operational 

forecast centers in order to disseminate global and regional model output for dozens of 

parameters that are restricted to specific ranges and frequencies of valid times and 

horizontal and vertical grid spacings.  Those decisions have been heavily influenced by 

internal and external limitations on storing and accessing the hundreds of gigabytes (GB) 

of model output generated by each model run. These challenges are not unique to the 

weather sector; many disciplines are struggling to overcome the “Volume, Variety, and 
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Velocity” of data cubes (datasets in space and time) available from earth observation 

systems (Giuliani et al. 2020; Yao et al. 2020). Improved data cube cyber-infrastructures 

are recognized to be needed for environmental data sets to allow the ingestion, storage, 

access, analysis, and use of data elements ordered by geolocation and other shared 

attributes (Nativi et al. 2017). 

The National Oceanic and Atmospheric Administration (NOAA) Big Data 

Program (BDP) was established in 2015 to address agency-wide issues to access the tens 

of terabytes of observations and model output created each day within the agency 

(NOAA 2020; Ansari et al. 2018). This initiative involves public-private partnerships 

with several infrastructure-as-a-service (IaaS) providers for data storage for over 130 data 

streams, including such high-demand data sets as current and historical Next Generation 

Weather Radar (NEXRAD) products from 160 sites in the United States (Ansari et al. 

2018). IaaS providers (e.g., Amazon Web Services- AWS; Google Cloud Platform; IBM; 

and Microsoft Azure) have the capacity to store enormous datasets and provide public 

access and computing resources for end users to post-process these data streams within 

their IaaS environment to reduce the time and cost to download the information to local 

compute resources (Molthan et al. 2015; Siuta et al. 2016). 

The Google Cloud Platform and AWS Simple Storage Service (S3) began 

providing public access during 2020 to output from the High-Resolution Rapid Refresh 

(HRRR) model of the National Centers for Environmental Prediction (NCEP).  The 

HRRR is a convection-allowing model that was developed by the Earth Systems 

Research Lab (ESRL) and is run operationally every hour by the NCEP’s Environmental 

Modeling Center. Its output is available for dozens of surface and upper-atmospheric 
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variables at 3-km grid spacing for a 1.9 million grid-point domain that covers the 

contiguous United States (CONUS; Benjamin et al. 2016; Blaylock et al. 2017). The 

NOAA partnership with IaaS providers creates storage redundancy as well as facilitating 

public access to data, such as HRRR model output and many other datasets, that are 

crucial for research and development. 

From 2016-2020, over 1000 operational and research users relied on the only 

publicly-accessible archive of HRRR model output that was managed by researchers at 

the University of Utah using S3-type storage provided by the Center for High 

Performance Computing (Blaylock et al. 2017; Blaylock et al. 2018). As the dataset grew 

(Fig. 3.1), it became clear that the storage capacity to continue to maintain and expand 

the HRRR archive at the University of Utah would no longer be feasible with the 

introduction of HRRRv4. Research began to explore approaches for storing HRRR model 

output appropriate for machine learning applications. 

International standards were established by the World Meteorological 

Organization (WMO) to efficiently store and disseminate numerical model output in 

hypercube-structured file formats with built-in compression algorithms. The GRIdded 

Binary Second Edition (GRIB2) format has been in use during the past several decades to 

archive two-dimensional files that are efficiently compressed using a method similar to 

JPEG image compression (Silver and Zender 2017). While GRIB2 files effectively help 

store and transmit large amounts of meteorological data as two-dimensional slices, they 

can be cumbersome to work with and rely on WMO-defined tables that are unfamiliar to 

users in other disciplines (Wang 2014). Many users rely on software tools to transform 

GRIB2 files into other self-describing formats such as netCDF (Silver and Zender 2017). 
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Decoding the two-dimensional slices in GRIB2 format leads to expanded file sizes that 

contribute to inefficiencies when an end user may, for example, be interested in certain 

parameters for all forecast times available from a specific model run within a local or 

regional subdomain. However, it is possible to access individual variables within GRIB2 

files by selecting their byte range or specifying a bounding box for domain subsets, but 

doing so requires loading each file into memory and performing additional post-

processing (Blaylock et al. 2017). 

An alternative WMO format used for vertical slices of model output at specific 

locations is the Binary Universal Form for the Representation of meteorological data 

(BUFR). However, the external-table descriptors for the BUFR format contributes to 

impediments to decoding for many applications, leading to the need for tools to convert 

to other formats such as netCDF. 

Researchers generally use high-level programming environments that rely on 

Matlab, IDL or Python to examine, post-process, and visualize operational model data. 

For open-source languages such as Python, few libraries exist that read GRIB2 files 

efficiently and the hundreds of encoded variables that they contain. Data science and 

machine learning (ML) techniques applied to operational model output typically require 

multivariate training datasets with long periods of record for which alternative model data 

structures beyond GRIB2 or netCDF are necessary (Vannitsem et al. 2020). As 

summarized by McGovern et al. (2017), these big data and ML methods have been used 

to improve forecasts of high-impact weather parameters such as storm duration (Cintineo 

et al. 2014), severe wind (Lagerquist 2016), large hail (Adams-Selin and Ziegler 2016), 

precipitation type (Reeves et al. 2014; Elmore et al. 2015) and aviation turbulence 
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(Sharman 2016). To continue applying these ML and artificial intelligence techniques to 

the ever-growing model output repositories, it will be critical to have data in structures 

that allow for flexible dissection in space, time, across many runs or ensemble members 

(McGovern et al. 2017).  

An alternative file format, Zarr, is applied in this study to HRRR files originally 

archived by the University of Utah (Blaylock et al. 2017; Blaylock et al. 2018). Zarr is a 

relatively new file format, developed in 2016 for use in a Malaria genome project, which 

chunks and compresses N-dimensional datasets for storage in memory, disk, or cloud 

platforms (Vance et al. 2019; Miles et al. 2020). Zarr is a hypercube file format that 

provides more flexibility for structure and storage options. The Zarr format is already 

being used for promising ML and big data applications in other disciplines, e.g., Lyft 

Level 5 self-driving dataset (Houston et al. 2020), the MalariaGEN project (Pearson et al. 

2019), and the Pangeo project (Signell and Pothina 2019; Eynards-Bontemps et al. 2019). 

In the weather enterprise, the United Kingdom’s Met Office has adopted Zarr as its file 

storage format of choice for the 200+ terabytes (TB) of data produced by high-resolution 

NWP models each day (McCaie 2019).  

The HRRR model output in Zarr format developed in this study (hereafter HRRR-

Zarr) is one approach to extract and disseminate model output intended for typical ML 

workflows that may require from one model run a subset of variables within regional 

model domains for all times in its forecast period. HRRR-Zarr makes it more practical to 

then aggregate that relatively small fraction of data originally in GRIB2 format from 

thousands of model runs. The capability to do so is possible since HRRR-Zarr formatted 
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files are being stored in the AWS S3 environment and publicly accessible as part of the 

AWS Open Data Program to complement the HRRR GRIB2 model archive available.  

The remainder of this manuscript will be organized in the following manner. We 

first detail the HRRR model specifications, Zarr capabilities and limitations, and the 

AWS HRRR-Zarr archive structure. Next, we explore potential use cases for the HRRR-

Zarr dataset, for both research or operational applications. We will detail the benefits of 

the HRRR-Zarr format in a general sense, as well as demonstrate its utility in analyzing a 

high-impact meteorological event from September 2020 that included record-breaking 

downslope windstorms in two states, devastating wildfire spread, and an early season 

snowstorm. Finally, the conclusions and future work are presented. 

 

3.3 Data and Methods 

3.3.1 The High-Resolution Rapid Refresh Model 

The High-Resolution Rapid Refresh (HRRR) is a 3-km, convection-allowing 

model that is run operationally by NCEP’s Environmental Modeling Center (Benjamin et 

al. 2016). It was developed by the Earth Systems Research Laboratory and was first run 

operationally September 2014. The latest version of the HRRR model (version 4, 

deployed 2 December 2020), is initialized each hour, with hourly forecasts out to either 

18 or 48 hours depending on the initialization time (Table 3.1). The operational HRRR 

domain covers the entire CONUS, with a separate domain for the state of Alaska 

(McCorkle et al. 2018). The HRRR is nested within the larger domain of the Rapid 

Refresh model (RAP), from which it receives its initial and boundary conditions for each 

model run (Fig. 3.2). The RAP employs identical parameterization schemes, with the 
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exception of a convection parameterization, and assimilates data using the NOAA 

Gridpoint Statistical Interpolation system, which was modified to include hourly radar 

data, boundary layer observations, and other cloud processes (Kleist et al. 2009). As 

discussed by McCorkle et al. (2018), the HRRR model is initialized 1 hour prior to its 

analysis time, known as a pre-forecast, in order to assimilate 3-dimensional radar 

reflectivity data, which impacts latent heating estimations and thus the HRRR’s ability to 

forecast convection (James and Benjamin 2017).  

 Staff in the NOAA Big Data Program (BDP) manage the distribution of HRRR 

model output to IaaS providers Google and AWS. We rely on the archive and real-time 

HRRR GRIB2 files available publicly as part of the AWS Open Data Program 

(https://registry.opendata.aws/noaa-hrrr-pds/). The HRRR GRIB2 files are publicly 

accessible via the AWS S3 using the unique identifier “noaa-hrrr-bdp-pds”.  

Currently, 576 HRRR GRIB2 files are generated every day for each of three sets 

of grids (surface, pressure, and native). We focus our description on the surface set that 

contains currently 173 grids representing a mix of variables at levels in the vertical of 

highest interest for many applications (Table 3.1). The pressure and native files contain 

meteorological variables at fixed pressure or terrain-following levels, respectively that 

are most relevant for users who need the HRRR output for initial and boundary 

conditions to initialize high resolution forecasts or research simulations (e.g., Crosman 

and Horel 2017; Foster et al. 2017). Output from HRRR model runs initialized at 00, 06, 

12, and 18 UTC are available from the analysis time (F00) and from hourly forecasts 

through 48 h (F48). The HRRR model runs initialized at the other hours of the days are 

available from F00-F18. 
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3.3.2 Zarr 

Zarr is a flexible file format for storing N-dimensional data arrays that are 

chunked and compressed based on the user specifications. In terms of its functionality, 

the Zarr protocol is similar to the popular data format, Hierarchical Data Format version 

5 (HDF5; Delaunay et al. 2019).  Zarr files are read and written with the Zarr Python 

library, which depends on the widely-used NumPy library (Harris et al. 2020). The Zarr 

format is becoming a more desirable file structure choice among data scientists and 

researchers because of its seamless ability to read and write to cloud platforms. Other 

benefits include its library of compression options, multithreading and multiprocessing 

capabilities, and its backend compatibility with format-agnostic, array-manipulation 

Python libraries (e.g., xarray, iris, and dask). 

A Zarr file is initialized by first defining the file store, which can be in memory, 

as a directory on local disk, in distributed or cloud storage, or as a zip file. Next, Zarr 

arrays (hereafter, zarrays) are created and filled in a similar manner to NumPy arrays by 

defining a dtype and shape, and then assigning values and defining zarray attributes 

(zattrs) that will serve as the key references for that zarray. These zarrays can be chunked 

along any specified dimension and in any shape, which allows a dataset to be 

manipulated and stored efficiently for use in specific applications. All chunks in a zarray 

are uniform in shape and stored as individual objects that are identified by their integer 

index location in the array (e.g., row and column). The process of defining an optimal 

chunk structure for the HRRR-Zarr dataset is outlined in the next subsection. 
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Before sending the chunked zarrays to the Zarr store, they first must be encoded 

and compressed. The encoding instructions are located in the metadata of a zarray and 

define the data type’s byte order (little endian or big endian), character code (integer, 

floating point, Boolean, etc.), and the number of bytes. All data types in the NumPy array 

protocol are acceptable for zarray encoding. Once the encoding parameters have been 

defined, the zarrays can be compressed using a number of compression algorithms and 

data filters. The Numcodecs library was designed specifically for data storage 

applications like Zarr, and serves as an interface to other compressor libraries such as 

Blosc, Zstandard, LZ4, Zlib, and LZMA. This allows the user to choose the primary 

compressor, the compression algorithm, and the compression level that will perform best 

based on the applications of the dataset.  When choosing compression codec and level, 

the user takes into consideration the potential compression ratio (Eqn. 1) and decoding 

speed. 

 

  𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑅𝑅𝑅𝑅𝑅𝑅𝐶𝐶𝐶𝐶 =  𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑉𝑉𝑈𝑈𝑉𝑉𝑉𝑉𝑈𝑈𝑈𝑈
𝐶𝐶𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈𝑈 𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 𝑉𝑉𝑈𝑈𝑉𝑉𝑉𝑉𝑈𝑈𝑈𝑈

                            (3.1) 

 

Fortunately, there exists a plethora of literature that details compression algorithm 

performance and benchmark test results that can aid choosing appropriate compression 

schemes for a particular use case (Donoho 1993; Alted 2010; Almeida et al. 2014; Wang 

et al. 2015; Kuhn et al. 2016). In addition to choosing a compression scheme, the 

Numcodecs library also offers a number of data filters that can be implemented. The filter 

sorts the data and transforms it in a way that would streamline compression, such as 

shuffling bytes and bits when adjacent values in an array are correlated. The compatibility 
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of the Zarr protocol and Numcodecs libraries allows for the configuration of an external 

filter for use with any chosen compressor, even if the filter is not an option by default. A 

detailed overview of the encoding and compression schemes used to create the HRRR-Zarr 

archive is presented in the next subsection 

 

3.3.3 The HRRR-Zarr Archive 

The HRRR-Zarr archive available publicly as part of the AWS Open Data 

Program with the unique bucket identifier “hrrrzarr” was designed to be relevant for users 

less familiar with environmental data set formats while supporting a familiar environment 

for users who have been exposed to model output in netCDF or GRIB2 format. This 

subsection details the conversion workflow and hierarchical structure of the data cubes in 

each HRRR-Zarr file, followed by a summary of the encoding and compression choices, 

and concludes with a description of the structure of the hrrrzarr AWS S3 bucket. 

The HRRR-Zarr conversion workflow follows that of the United Kingdom’s Met 

Office Informatics Lab, where they are actively using Zarr to store large datasets (Donkers 

2020). Due to the challenges that surround manipulating data cubes in various file formats, 

the Met Office developed the Iris Python library, a format-agnostic library for processing 

datasets and converting between file formats (Iris 2020). Unlike other Python libraries, Iris 

and its companion package, Iris-grib, were built to read data cube formats such as GRIB2 

and recognize the Climate and Forecast (CF; Eaton et al. 2020) metadata conventions used 

in model data. For this reason, the Iris libraries were the optimal choice for transitioning 

the HRRR archive from GRIB2 to Zarr format without compromising metadata. The list 

of Python libraries required for file creation and retrieval use can be found in Table 3.2.  
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The HRRR-Zarr archive files are built using the Iris and Iris-grib libraries. 

HRRR-Zarr data files rely on the same self-describing metadata (keywords and CF 

naming scheme) as the corresponding GRIB2 files obtained from their associated index 

(.idx) files. As an example, consider the workflow required to process the 49 GRIB2 

surface files containing 173 grids from the HRRR model runs initialized at 00 UTC. (The 

CF names for all 173 HRRR variables are listed in the Appendix as they are not readily 

available online.) All of the grids from the 49 hourly forecast files are read into memory 

and then organized into unique Iris data cubes containing data and metadata.  The iris 

data cubes are then converted to zarrays that are subdivided (chunked), encoded, and 

output into separate files identified by the parameter’s CF name and atmospheric level or 

layer (e.g., 2-m, 500 mb). We maintain separate directory structures for (1) analysis files 

only and (2) files containing all possible times (F00-F48). 

As shown in Fig. 3.3, the 1799 x 1059 grid is subdivided into 96 chunks of size 

150 x 150 based on recommendations for optimal data compression. (The topmost 12 

chunks contain data in only 9 rows.)  We chose the LZ4 compression codec, which is a 

lossless compression algorithm with the ability to quickly and efficiently compress large 

amounts of data (Collett 2020). The zarrays are encoded as 16-bit little-endian floats, 

with the exception of the surface pressure parameter, which requires 32-bit little-endian 

floats. We access the LZ4 algorithm using the Numcodecs library class, Blosc, which is a 

meta-compressor that imitates the utility of the built-in Python library zlib. When using 

the LZ4 compression algorithm, additional modifications can be made to tailor the 

scheme for a particular use. We chose byte shuffling and a compression level of 9 within 

a range of 1-12 where levels 1 and 12 provide the fastest compression speed and highest 
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compression ratio, respectively. While other compression codecs have been shown to 

produce higher data compression ratios, their decompression speeds are much slower 

(Collett 2020). 

It is widely recognized that optimal use of cloud resources requires having data 

processing and analysis within the same compute environment as the data archive. The 

HRRR-Zarr files are created shortly after the entire model run is accessible as objects in 

the AWS GRIB2 S3 archive using AWS Elastic Cloud Compute resources in the same 

region (West-1) as our hrrrzarr bucket. Our Python code uses the libraries mentioned in 

the previous subsection along with the Amazon Boto3 Python library.  

Within the S3:hrrrzarr bucket, all files (or objects) are contained in a flat structure 

where the concept of folder or directory structure is provided by using shared name 

prefixes or suffixes for objects that mimic traditional directory structure. The zarr files 

derived from the surface and pressure sets of HRRR GRIB2 files are stored with the 

prefixes “sfc/” and “prs/”, respectively (Fig. 3.4). Model runs are accessible by date using 

suffixes for analysis (anl.zarr) and forecast (fcst.zarr) files for each model run, e.g., files 

with the prefix sfc/20200907_12z_fcst.zarr/ were generated from the F00-F48 HRRR 

GRIB2 surface files initialized at 1200 UTC 7 Sept 2020. Prefixes follow then based on 

level (e.g., 700 mb/ or 10m_above_ground/) and CF naming conventions for variables a 

(e.g., TMP/ or UGRD/) with the final part of the file name being the chunk identifier.  A 

full list of variables (abbreviation and full name) available in the HRRR v4 output and 

HRRR-Zarr files is located in Appendix B of this manuscript. Users can download the 

specific files of interest to them by accessing them by full name using web tools or from 

within programs in Python or other languages. 
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3.4 HRRR-Zarr Applications and Discussion 

 The HRRR-Zarr archive was developed with the intention of expanding its utility 

for machine learning and other applications that require high velocity file throughput. 

While demonstrating a full machine learning scenario is outside the scope here, this 

section illustrates examples of situations where the Zarr file format may be optimal in 

terms of efficiency and ease of use. We will use a high-impact meteorological event from 

September 2020 to showcase the utility of model data in Zarr format for not only research 

applications, but operational decision making and forecasting use cases as well. This 

section of the paper will be comprised of subsections that detail the event we are 

analyzing, followed by example use cases for HRRR model output in Zarr format. 

 

3.4.1 Overview of the Labor Day Weather Event  

(7 – 9 September 2020) 

In the days leading up to the historic 2020 Labor Day weather event, forecasters 

in the western half of the United States were on high alert as Typhoon Julian began 

recurving poleward towards the midlatitudes, a phenomenon called extratropical 

transition. When extratropical transition occurs, a tropical cyclone frequently interacts 

with the midlatitude flow, which can amplify the ridge-wave patterns and produce high-

impact weather downstream (Bosart and Carr 1978; Cordeira et al. 2013; Feser et al. 

2015; Keller et al. 2019). In this case, Typhoon Julian did modify the midlatitude wave 

pattern by amplifying both the anticyclone over the Gulf of Alaska and the midlatitude 

cyclone situated over Western Canada. The rapid intensification of this ridge-trough pair 

ultimately produced far-reaching effects from historic windstorms and unrelenting 



46 

 

wildfire spread (Fig. 3.5) in the Pacific Northwest, to strong downslope winds in Utah 

and a snowstorm in Colorado. We focus here on the data and model forecasts pertaining 

to the events that occurred in Oregon, west of the Cascade Mountains. 

The Labor Day weather event was synoptically-driven and thus was well-

forecasted several days in advance. Prior to the trough arrival and onset of the downslope 

windstorm, the Pacific Northwest was experiencing extreme fire danger due to warm and 

dry conditions, with several fires already burning in Washington and Oregon. By 12 UTC 

on September 7, a thermal trough was situated over coastal Oregon with a tightening 

pressure gradient orthogonal to it. These conditions are indicative of impending strong 

northeast and easterly winds in western Oregon. As forecasted, strong easterly winds 

arrived on the western side of the Oregon Cascades by 00 UTC on September 8. In a near 

worst case scenario, wind gusts along the western slopes of the Oregon Cascades ignited 

new fires (Riverside Fire) and significantly intensified existing wildfires (Beechie Creek). 

For nearly a week after the onset of the downslope winds, persistent easterly flow 

propagated wildfire smoke west, resulting in historic PM2.5 measurements in excess of 

500 micrograms per cubic meter in Portland, Salem, and Eugene, OR (Green 2020). 

Suppression efforts were minimal given the steep terrain surrounding the wildfires, 

making it too dangerous for fire crews to extinguish them safely. Ultimately, the 

Riverside and Beechie Creek fires burned over 332,000 acres of land. The following 

subsections will use the data from this high-stakes weather event to illustrate use cases 

for future machine learning applications for research, forecasting, and beyond. 
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3.4.2 Forecast Time Series for a Point 

 Time series are one of the most straightforward and widely understood 

visualizations used to show how a given parameter evolves over a period. Scientists and 

consumers alike are exposed to time series every day when looking at stock market 

trends, weather forecasts, and health tracking applications. Despite their inherent 

simplicity, requiring only time and a dependent variable as input, they can be time 

consuming and challenging to create when starting from data files that represent a single 

time in space for millions of locations, as is the case with NWP model output in GRIB2 

format. As discussed earlier, a HRRR GRIB2 file of size O(100 MB) contains hundreds 

of two-dimensional forecast fields for a single valid time. Retrieving, storing, and 

unpacking 18, 36, or 48 such files up to 24 times a day is beyond what many users want 

to deal with in terms of compute power and storage.  

 Efficient access to model output in the form of a time series was a cornerstone in 

determining the structure and organization of the HRRR-Zarr format. While identical 

time series can be constructed from both GRIB2 and Zarr file formats, the process and 

requirements are quite different. As discussed in the Data and Methods section, the tiny 

two-dimensional analysis HRRR-Zarr files can be easily accessed to estimate prior 

conditions at a location while the three-dimensional forecast HRRR-Zarr files contain all 

forecast hours from a model run to assess how future conditions at that location may 

unfold.   

To illustrate the utility of the Zarr format for this use case, we plot time series of 

forecast wind gusts from the 00, 06, 12, and 18 UTC HRRR model runs for a single point 

from 12 UTC 6 Sept-18 UTC 8 Sept 2020 (Fig. 3.6). For this case, we chose the HRRR 
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grid point nearest to the Horse Creek (Station ID: HSFO3) Remote Automated Weather 

Station (RAWS), located downwind of the Beechie Creek Fire. To create this 

visualization of forecasted wind gust, 10 small chunks of data (one from each model run) 

totaling ~ 10 MB were retrieved from the hrrrzarr bucket to obtain all necessary model 

output. In contrast, 360 GRIB2 files totaling ~54 GB might be downloaded to replicate 

this process or else values within byte ranges in each of those files would need to be 

determined and accessed. The single access point to all forecast hours in a model run can 

reduce processing time and optimize workflows for applications such as creating a 

training dataset for a ML model.  

Plotting sequential model runs creates a time-lagged ensemble (TLE), showing an 

estimate of the uncertainty over a span of forecasts for a given valid time. Ensemble 

forecast systems more generally are comprised of multiple model runs (ensemble 

members) that differ in their initial conditions, parameterizations, or dynamical cores, and 

when considered simultaneously, can offer probabilistic forecast guidance. While not an 

ensemble system in the classical sense, a TLE from HRRR output can provide useful 

diagnostics for evaluating the uncertainty or spread in values among recent forecasts from 

a model that would otherwise provide only deterministic guidance (Xu et al. 2019). A 

TLE can be constructed using a set of sequential HRRR forecasts, with each model run 

treated as an ensemble member. In this case, we use forecasts from all model runs 

initialized from 12 UTC 5 September – 06 UTC 9 September to calculate statistics at 

valid times 00 UTC 7 September – 12 UTC 9 September. Diagnostic values such as 

mean, minimum, and maximum forecasted wind gust provide a simple evaluation of the 

model’s uncertainty leading up to an event (Fig. 3.7). In this specific case, the high wind 
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gusts forecasted by the HRRR were observed by only one observation at the RAWS site, 

in part due to its location within a heavily forested region (not shown). These same 

statistical evaluations would be similarly powerful for comparison to output from other 

modeling systems.  

 

3.4.3 Spatial Analysis of Forecast Data 

Many operational or research applications of HRRR model output require only a 

fraction of the 1.9 million grid points in the HRRR CONUS domain, requiring the user to 

implement methods to subset areas of interest from the complete grids. The 450 x 450 km 

area within each HRRR-Zarr chunk is an approach to simplify that process for many 

local- to regional-scale applications. Adjacent chunks can be stitched together to evaluate 

conditions within larger contiguous areas or chunks from different portions of the HRRR 

grid can be accessed and processed as needed. 

To demonstrate the utility of the HRRR-Zarr chunk structure, we illustrate a 

potential use case for the HRRR-Zarr analysis data. Model analyses are often used as 

proxies for observations, especially in areas of complex terrain where in-situ 

measurements may not be available or not necessarily representative of prevailing 

conditions in all situations (e.g., Fig. 3.7). In this case, we use the HRRR-Zarr analysis 

files to determine the onset time of wind gusts exceeding 10 m/s for every point within 

the chunk (Fig. 3.8). This wind gust threshold was chosen based on criteria commonly 

used for red flag warnings issued by the National Weather Service. The filled contours in 

Figure 8 depict the approximate onset time of the downslope windstorm event across 

western Oregon, with the event beginning along the highest reaches of the Cascade 
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Range and then progressing westward later. Such diagnostics can then be related to 

available wind observations and damage reports to help evaluate the ability of the HRRR 

model to forecast the temporal evolution of the event. 

Building on the TLE concept available from consecutive HRRR forecasts, we 

calculate the probability of a HRRR wind gust forecast exceeding 10 m/s at a given time 

during the downslope windstorm for all grid points within the Western Oregon chunk. 

The 21 model runs (F01-F18, F24, F30, and F36) available from HRRRv3 forecasts valid 

at 00 and 06 UTC 8 September 2020 are used to calculate the fraction of wind gusts 

forecasts exceeding that threshold in this subregion (Figure 9). Using such probabilistic 

guidance as the event developed, forecasters might have higher confidence that the 

HRRR model forecasts issued earlier are being confirmed by more recent forecasts as the 

downslope winds continued. For a single valid time, this probability metric utilized wind 

gust from 20 HRRR-Zarr files, which required less than 20 MB of storage capacity, an 

amount easily manageable in computer memory. Actual forecast applications might limit 

the TLE members to those available at least 12 hours in advance, e.g., forecasts with lead 

times from F12-F18 and those available every 6 h out to 48 h from the HRRRv4 model 

output now available. 

 

3.4.4 Empirical Cumulative Distributions 

Empirical cumulative distributions of model data and observations are often 

utilized to better understand the range of possible values for a given parameter as a 

function of time and/or location and can be used to correct for model biases (Blaylock et 

al. 2018, Gowan and Horel 2020). If enough data are available over an adequate period of 
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time, these cumulative distributions can be thought of as a climatology and used for 

comparison to a parameter at an equivalent time or location in order to recognize 

conditions that are likely anomalous. Creating distributions from observations or model 

output typically requires data from thousands of input times and files for the information 

to be considered useful. This can be a daunting and time-consuming task since a large 

amount of storage and compute power are needed to efficiently process thousands of 

GRIB2 data files. 

Blaylock et al. (2018) presented an approach to compute empirical cumulative 

distributions of HRRR model output at all 1.9 million gridpoints that required harnessing 

the power of the Open Science Grid (OSG). The OSG allows users to send jobs that are 

repetitive in nature (e.g., statistical calculations using large datasets, data mining, etc.) to 

unused or idle computing resources at hundreds of locations within the OSG consortium, 

reducing the overall processing time for a given workflow. The OSG method enables 

large amounts of data to be simultaneously processed, but its complexities can be a 

drawback for most users without a thorough understanding of the system. Continually 

updating cumulative distributions using this approach is also difficult to sustain. 

A quick and efficient method is illustrated here to generate empirical cumulative 

distributions of atmospheric parameters from the HRRR-Zarr archive. To assess the 

anomalous nature of the downslope wind event in September 2020 in northern Oregon, 

we generated cumulative distributions of wind gust data for each grid point in that region 

by accessing all HRRR hourly analyses during the month of September during the 

preceding years 2016-2019. Each grid point’s cumulative distribution is derived then 

from 2,880 wind gust values, one from every hourly analysis during the four calendar 
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months of HRRR model output. A range of percentiles can be derived from the empirical 

distributions to estimate what are normal and above normal wind gusts in this area during 

the month of September. 

As expected, the highest wind gusts evident from the 95th percentile values during 

this month tend to occur over the Cascade Range and offshore (Fig. 3.10). Using this 

four-year distribution, we then compare the 95th percentile values to the analysis and F06, 

F12, and F18 forecasts valid at 06 UTC on 8 September 2020 (Fig. 3.11). To emphasize 

the severity of the event across the region, the excess magnitude of wind gusts values 

above the 95th percentile are shown. Comparing these forecasts and analysis to the 

cumulative distribution is a simple way to show how anomalous this event was, with 

wind gusts exceeding the 95th percentile values by 15-30 m/s over the Cascade and 

portions of the Coast Ranges and extending into sections of the Willamette Valley.  

The empirical distributions computed using 4 months of data for a single variable 

and chunk required less than a minute on a typical workstation. We compare this to the 

method used by Blaylock et al. (2018), which calculated empirical cumulative 

distributions for all HRRR model grid points. These distributions were then used to 

output wind speed values at 19 percentiles at all HRRR grid points for each day of the 

year. As previously stated, this was a rigorous and time-intensive endeavor that required 

an enormous amount of model output. Ultimately, calculating these distributions resulted 

in the need to store 6,935 additional files containing the percentiles at each of the 1.9 

million HRRR grid points.  

Calculating empirical cumulative distributions, as well as other large-scale 

statistical metrics, with data in Zarr format gives the end user the ability to continually 
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update their statistics as new information is received. This method especially benefits 

users who are interested in time-sensitive datasets, like those from numerical weather 

prediction models. Using the HRRR-Zarr method, a user will be able to efficiently 

compute statistics that are tailored to a specific application or workflow, without dealing 

with the overhead of many GB of excess data.  

 

3.5 Conclusions 

The global weather enterprise relies on the vast amount of output produced by 

numerical weather prediction models each day for applications ranging from operational 

forecasting to research and machine learning. As advancements in technology allow for 

higher-resolution and more frequent weather model output, users are struggling to keep 

up, and may only have access to a small fraction of the data produced. Much of this 

model output is in available in GRIB2 format, a file type that efficiently stores hundreds 

of two-dimensional variable fields for a single valid time. Despite the highly 

compressible nature of GRIB2 files, they are often on the order of several hundred MB 

each, making high-volume input/output applications challenging due to the memory and 

compute resources needed to parse these files.  

We present a solution to the GRIB2 bottleneck problem by illustrating the 

conversion to the N-dimensional, cloud compatible Zarr file format of the current AWS 

S3 storage of HRRR GRIB2 files made possible by the Amazon Sustainability Data 

Initiative and the NOAA Big Data Program. Our supplementary S3 bucket, hrrrzarr, is 

publicly accessible as part of the Amazon Initiative and is composed of sets for each 
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model run of analysis (F00) and forecast files for 173 surface fields sectioned into 96 

small chunks.  

The structure of the HRRR-Zarr files was designed to allow users the flexibility to 

access only the data they need through selecting subdomains and parameters of interest 

without the overhead that comes from accessing numerous GRIB2 files. Users may 

retrieve the analysis files needed to diagnose prior conditions or retrieve the forecast files 

in combination with the analysis files to evaluate future conditions or validate prior 

forecasts.  

Using a high-impact weather event from September 2020, we present workflow 

examples for analyzing large amounts of sensible weather parameters from the HRRR-

Zarr data archive. Applications of the HRRR-Zarr data format are illustrated utilizing a 

few examples: assembling time series for a specific grid point of forecast conditions over 

a range of model runs; examining similarities and differences among samples of model 

forecasts for the same valid times from successive model runs; calculating empirical 

cumulative distributions over multiyear periods; and detecting forecasts of extreme 

conditions relative to conditions during other recent years. The small, compressed chunks 

of data are ideal for high-throughput workflows where minimizing processing time or 

accessing files corresponding to many different valid times is critical. However, GRIB2 

HRRR files remain the best option for applications, such as initializing high resolution 

model simulations, that require many variables at multiple levels for a limited set of valid 

times.  

The HRRR-Zarr archive is a supplementary resource for users who need data 

found in the HRRR GRIB2 files. Future dataset conversions of HRRR and other model 



55 

 

data to Zarr are likely given its structural flexibility and compatibility with cloud 

platforms. For example, GRIB2 files from the NOAA Global Ensemble Forecast System 

(GEFS) Forecasts and Re-Forecasts are available as part of the NOAA Open Data 

Program and the Amazon Sustainability Data Initiative 

(https://registry.opendata.aws/noaa-gefs/; https://registry.opendata.aws/noaa-gefs-

reforecast/). Four-dimensional zarr data files for sensible weather parameters of high 

interest would likely be of high interest where the additional dimension corresponds to 

ensemble member from the GEFS. Establishing conventions to aid creation and exchange 

of Zarr files will likely be a useful future step as the variety of options available to create 

the files might lead to unnecessary complexity for end users. The Zarr format may help 

expand utilization of numerical weather prediction model output for diverse applications 

of data scientists in many fields. 

 

  

https://registry.opendata.aws/noaa-gefs/
https://registry.opendata.aws/noaa-gefs-reforecast/
https://registry.opendata.aws/noaa-gefs-reforecast/


56 

 

 

Table 3.1: Selected Characteristics of HRRR CONUS Versions from 2014-Present 

HRRR 
CONUS 

Forecast Length  
for Initialization Times  Number of Output Files 

v. First Date 0, 6, 12, 18 UTC Other Hours  Surface Pressure Native 

1 9/30/2014 15 15 102 659 778 

2 8/23/2016 18 18 135 687 1110 

3 7/12/2018 36 18 151 701 1126 

4 12/2/2020 48 18 173 711 1136 
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Table 3.2: Python libraries recommended for HRRR-Zarr file creation and retrieval. 

Python Library HRRR-Zarr Creation HRRR-Zarr Retrieval 

Python 3 X X 

Zarr X X 

Eccodes X X 

Numpy  X 

Xarray X X 

Requests X  

Iris X  

Iris-Grib X  

Boto3 X X 
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Figure 3.1: Storage growth on University of Utah Pando system during the past three 
years of: operational CONUS HRRR (Red), operational HRRR Alaska (Blue), 
experimental HRRR analyses (Gold). 
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Figure 3.2: CONUS HRRR domain (red) within the Rapid Refresh domain (blue) that 
supplies initial and boundary conditions to the HRRR 
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Figure 3.3: HRRR Domain divided into 96 equal chunks of size 150 x 150 grid points. 
The 12 chunks on the top row contain only 9 rows of non-NaN data.   
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Figure 3.4: Files within the AWS S3 bucket hrrrzarr are named to emulate a hierarchical 
data structure. 
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Figure 3.5: Boundaries of active fires (red outlines), estimated using VIIRS 375 m 
thermal anomalies, and smoke from wildfires in the Pacific Northwest on 9 September 
2020 (source: https://worldview.earthdata.nasa.gov/).  
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Figure 3.6: HRRR wind gust (m s-1) forecasts near the Beechie Creek fire and the Horse 
Creek (HSFO3) RAWS. Lines are colored corresponding to model initialization time.  
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Figure 3.7: Minimum, mean, and maximum HRRR wind gust (m s-1) forecasts near the 
Beechie Creek fire and the Horse Creek (HSFO3) RAWS observations.  
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Figure 3.8: Time of first HRRR analysis (F00) with a wind gust exceeding 10 m/s at each 
grid point. Contours are shaded according to scale and consider model runs initialized 
between 12 UTC 7 September – 03 UTC 9 September. 
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Figure 3.9: Fraction of HRRR wind gust forecasts exceeding 10 m/s at valid times 00 
UTC (left) and 06 UTC (right) on 8 September 2020. Contours correspond to probability 
values (0-1) and are shaded according to the scale below the figure. 
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Figure 3.10: 95th percentile wind gust values (shaded according to scale below figure) 
calculated at each grid point from empirical cumulative distributions derived from HRRR 
analyses valid during the month of September during the four preceding years, 2016-
2019. 
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Figure 3.11: Wind speed (m/s; shaded according to scale) exceeding 95th percentile wind 
gust values at 12 UTC 8 September 2020. Subplots correspond to the verifying analysis 
(upper left) and F12, F18, and F24 forecasts valid at that time.  
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3.6 Appendix: HRRRv4 Variable List  

 

# Parameter Long Name 
and Units Vertical Level Parameter Short Name 

1 Composite 
Reflectivity (dB) Entire Atmosphere REFC 

2 Echo Top (m) Cloud Top ETOP 

3 
Radar-based Vertically 

Integrated Liquid 
(kg/m2) 

Entire Atmosphere RADARVIL 

4 Vertically Integrated 
Liquid (kg/m2) Entire Atmosphere VIL 

5 Visibility (m) Surface VIS 

6 Reflectivity (dB) 1000-m Above 
Ground REFD 

7 Reflectivity (dB) 4000-m Above 
Ground REFD 

8 Reflectivity (dB) 263 K Level REFD 

9 Wind Gust (m s-1) Surface GUST 

10 U-Component of Wind 
(m s-1) 250 mb UGRD 

11 V-Component of Wind 
(m s-1) 250 mb VGRD 

12 U-Component of Wind 
(m s-1) 300 mb UGRD 
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13 V-Component of Wind 
(m s-1) 300 mb VGRD 

14 Geopotential Height 
(gpm) 500 mb HGT 

15 Temperature (K) 500 mb TMP 

16 Dew Point 
Temperature (K) 500 mb DPT 

17 U-Component of Wind 
(m s-1) 500 mb UGRD 

18 V-Component of Wind 
(m s-1) 500 mb VGRD 

19 Geopotential Height 
(gpm) 700 mb HGT 

20 Temperature (K) 700 mb TMP 

21 Dew Point 
Temperature (K) 700 mb DPT 

22 Vertical Velocity  
(m s-1) 700 mb DZDT 

23 U-Component of Wind 
(m s-1) 700 mb UGRD 

24 V-Component of Wind 
(m s-1) 700 mb VGRD 

25 Geopotential Height 
(gpm) 850 mb HGT 

26 Temperature (K) 850 mb TMP 
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27 Dew Point 
Temperature (K) 850 mb DPT 

28 U-Component of Wind 
(m s-1) 850 mb UGRD 

29 V-Component of Wind 
(m s-1) 850 mb VGRD 

30 Temperature (K) 925 mb TMP 

31 Dew Point 
Temperature (K) 925 mb DPT 

32 U-Component of Wind 
(m s-1) 925 mb UGRD 

33 V-Component of Wind 
(m s-1) 925 mb VGRD 

34 Temperature (K) 1000 mb TMP 

35 Dew Point 
Temperature (K) 1000 mb DPT 

36 U-Component of Wind 
(m s-1) 1000 mb UGRD 

37 V-Component of Wind 
(m s-1) 1000 mb VGRD 

38 
Hourly Maximum of 

Upward Vertical 
Velocity (m s-1) 

100-1000 mb Above 
Ground MAXUVV 

39 
Hourly Maximum of 
Downward Vertical 

Velocity (m s-1) 

100-1000 mb Above 
Ground MAXDVV 

40 Vertical Velocity  
(m s-1) 0.5-0.8 Sigma Layer DZDT 
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41 Mean Sea Level 
Pressure (Pa) Mean Sea Level MSLP 

42 Geopotential Height 
(gpm) 1000 mb HGT 

43 
Hourly Maximum of 

Simulated Reflectivity 
at 1 km AGL (dB) 

1000 m Above Ground MAXREF 

44 Reflectivity (dB) 263 K Level REFD 

45 
Hourly Maximum of 

Updraft Helicity  
(m2 s-2) 

5000-2000 m Above 
Ground MXUPHL 

46 
Hourly Minimum of 

Updraft Helicity  
(m2 s-2) 

5000-2000 m Above 
Ground MNUPHL 

47 
Hourly Maximum of 

Updraft Helicity 
(m2 s-2) 

2000-0 m Above 
Ground MXUPHL 

48 
Hourly Minimum of 

Updraft Helicity 
(m2 s-2) 

2000-0 m Above 
Ground MNUPHL 

49 
Hourly Maximum of 

Updraft Helicity 
(m2 s-2) 

3000-0 m Above 
Ground MXUPHL 

50 
Hourly Minimum of 

Updraft Helicity 
(m2 s-2) 

3000-0 m Above 
Ground MNUPHL 

51 Relative Vorticity (s-1) 2000-0 m Above 
Ground RELV 

52 Relative Vorticity (s-1) 1000-0 m Above 
Ground RELV 

53 Hail (m) Entire Atmosphere HAIL 

54 Hail (m) 0.1 Sigma Layer HAIL 
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55 Hail (m) Surface HAIL 

56 
Total Column 

Integrated Graupel  
(kg m-2) 

Entire Atmosphere 
Single Layer TCOLG 

57 Lightning Potential 
Index (J kg-1) 1-m Above Ground LTPINX 

58 Lightning Potential 
Index (J kg-1) 2-m Above Ground LTPINX 

59 Lightning (Non-Dim) Entire Atmosphere LTNG 

60 U-Component of Wind 
(m s-1) 80-m Above Ground UGRD 

61 V-Component of Wind 
(m s-1) 80-m Above Ground VGRD 

62 Pressure (Pa) Surface PRES 

63 Geopotential Height 
(gpm) Surface HGT 

64 Temperature (K) Surface TMP 

65 Total Snowfall (m) Surface ASNOW 

66 Moisture Availability 
(%) 0-m Underground MSTAV 

67 Plant Canopy Surface 
Water (kg m-2) Surface CNWAT 

68 
Water Equivalent of 
Accumulated Snow 

Depth (kg m-2) 
Surface WEASD 
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69 Snow Cover (%) Surface SNOWC 

70 Snow Depth (%) Surface SNOD 

71 Temperature (K) 2-m Above Ground TMP 

72 Potential Temperature 
(K) 2-m Above Ground POT 

73 Specific Humidity 
(kg/kg) 2-m Above Ground SPFH 

74 Dew Point 
Temperature (K) 2-m Above Ground DPT 

75 Relative Humidity 
(kg/kg) 2-m Above Ground RH 

76 
Mass Density 

(Concentration;  
(kg m-3)) 

8-m Above Ground MASSDEN 

77 U-Component of Wind 
(m s-1) 10-m Above Ground UGRD 

78 V-Component of Wind 
(m s-1) 10-m Above Ground VGRD 

79 Wind Speed (m s-1) 10-m Above Ground WIND 

80 
U-Component of 
Hourly Maximum 

Wind (m s-1) 
10-m Above Ground MAXUW 

81 
V-Component of 
Hourly Maximum 

Wind (m s-1) 
10-m Above Ground MAXVW 

82 Percent Frozen 
Precipitation (%) Surface CPOFP 
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83 Precipitation Rate  
(kg m-2s-1) Surface PRATE 

84 Total Precipitation  
(kg m-2) Surface (UTC day) APCP 

85 
Water Equivalent of 
Accumulated Snow 

Depth (kg m-2) 
Surface (UTC day) WEASD 

86 Frozen Rain (kg m-2) Surface (UTC day) FROZR 

87 Freezing Rain (kg m-2) Surface (UTC day) FRZR 

88 Storm Surface Runoff 
(kg m-2) Surface  SSRUN 

89 Baseflow-
Groundwater (kg m-2) Surface  BGRUN 

90 Total Precipitation  
(kg m-2) Surface APCP 

91 
Water Equivalent of 
Accumulated Snow 

Depth (kg m-2) 
Surface WEASD 

92 Frozen Rain (kg m-2) Surface FROZR 

93 Categorical Snow Surface CSNOW 

94 Categorical Ice Pellets Surface CICEP 

95 Categorical Freezing 
Rain Surface CFRZR 

96 Categorical Rain Surface CRAIN 
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97 Surface Roughness 
(m) Surface SFCR 

98 Frictional Velocity  
(m s-1) Surface FRICV 

99 Sensible Heat Net 
Flux (W m-2) Surface SHTFL 

100 Latent Heat Net Flux 
(W m-2) Surface LHTFL 

101 Vegetation (%) Surface VEG 

102 Annual Maximum 
Vegetation Fraction Surface MXVEG 

103 Annual Minimum 
Vegetation Fraction Surface MNVEG 

104 Leaf Area Index Surface LAI 

105 Ground Heat Flux  
(W m-2) Surface GFLUX 

106 Vegetation Type Surface VGTP 

107 Surface Lifted Index 
(K) 500-1000 mb LFTX 

108 
Convective Available 

Potential Energy  
(J kg-1) 

Surface CAPE 

109 Convective Inhibition  
(J kg-1) Surface CIN 

110 Precipitable Water  
(kg m-2) 

Entire Atmosphere 
Single Layer PWAT 
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111 Aeorosol Optical 
Thickness 

Entire Atmosphere 
Single Layer AOTK 

112 
Total Column-
Integrated Mass 
Density (kg m-2) 

Entire Atmosphere 
Single Layer COLMD 

113 
Total Column-

Integrated Cloud Ice 
(kg m-2) 

Entire Atmosphere 
Single Layer TCOLWold 

114 
Total Column-
Integrated Mass 
Density (kg m-2) 

Entire Atmosphere 
Single Layer COLMDold 

115 Total Cloud Cover (%) Boundary Layer Cloud 
Cover TCDC 

116 Low Cloud Cover (%) Low Cloud Layer LCDC 

117 Middle Cloud Cover 
(%) Middle Cloud Layer MCDC 

118 High Cloud Cover (%) High Cloud Layer HCDC 

119 Total Cloud Cover (%) Entire Atmosphere TCDC 

120 Geopotential Height 
(gpm) Cloud Ceiling HGT 

121 Geopotential Height 
(gpm) Cloud Base HGT 

122 Pressure (Pa) Cloud Base PRES 

123 Pressure (Pa) Cloud Top PRES 

124 Geopotential Height 
(gpm) Cloud Top HGT 
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125 
Upward Long-Wave 

Radiation Flux  
(W m-2) 

Top of Atmosphere ULWRF 

126 
Downward Short-

Wave Radiation Flux  
(W m-2) 

Surface DSWRF 

127 
Downward Long-

Wave Radiation Flux  
(W m-2) 

Surface DLWRF 

128 
Upward Short-Wave 

Radiation Flux  
(W m-2) 

Surface USWRF 

129 
Upward Long-Wave 

Radiation Flux  
(W m-2) 

Surface ULWRF 

130 Cloud Forcing Net 
Solar Flux (W m-2) Surface CFNSF 

131 
Visible Beam 

Downward Solar Flux 
(W m-2) 

Surface VBDSF 

132 
Visible Diffuse 

Downward Solar Flux 
(W m-2) 

Surface VDDSF 

133 
Upward Short-Wave 

Radiation Flux  
(W m-2) 

Surface USWRF 

134 Storm Relative 
Helicity (m2 s-2) 

3000-0 m Above 
Ground HLCY 

135 Storm Relative 
Helicity (m2 s-2) 

1000-0 m Above 
Ground HLCY 

136 U-Component Storm 
Motion (m s-1) 

0-6000 m Above 
Ground USTM 

137 V-Component Storm 
Motion (m s-1) 

0-6000 m Above 
Ground VSTM 

138 Vertical U-Component 
Shear (m s-1) 

0-1000 m Above 
Ground VUCSH 
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139 Vertical V-Component 
Shear (m s-1) 

0-1000 m Above 
Ground VVCSH 

140 Vertical U-Component 
Shear (m s-1) 

0-6000 m Above 
Ground VUCSH 

141 Vertical V-Component 
Shear (m s-1) 

0-6000 m Above 
Ground VVCSH 

142 Geopotential Height 
(gpm) 0 Celsius Isotherm HGT 

143 Relative Humidity (%) 0 Celsius Isotherm RH 

144 Pressure (Pa) 0 Celsius Isotherm PRES 

145 Geopotential Height 
(gpm) 

Highest Tropospheric 
Freezing Level HGT 

146 Relative Humidity (%) Highest Tropospheric 
Freezing Level RH 

147 Pressure (Pa) Highest Tropospheric 
Freezing Level PRES 

148 Geopotential Height 
(gpm) 263 K Level HGT 

149 Geopotential Height 
(gpm) 253 K Level HGT 

150 Best (4 layer) Lifted 
Index (K) 

180-0 mb Above 
Ground 4LFTX 

151 
Convective Available 

Potential Energy  
(J kg-1) 

180-0 mb Above 
Ground CAPE 

152 Convective Inhibition  
(J kg-1) 

180-0 mb Above 
Ground CIN 



80 

 

153 Planetary Boundary 
Layer Height Surface HPBL 

154 Geopotential Height 
(gpm) 

Level of Adiabatic 
Condensation HGT 

155 
Convective Available 

Potential Energy  
(J kg-1) 

90-0 mb Above 
Ground CAPE 

156 Convective Inhibition  
(J kg-1) 

90-0 mb Above 
Ground CIN 

157 
Convective Available 

Potential Energy  
(J kg-1) 

255-0 mb Above 
Ground CAPE 

158 Convective Inhibition  
(J kg-1) 

255-0 mb Above 
Ground CIN 

159 Geopotential Height 
(gpm) Equilibrium Level HGT 

160 
Pressure of level from 

which parcel was 
lifted (Pa) 

255-0 mb Above 
Ground PLPL 

161 
Convective Available 

Potential Energy  
(J kg-1) 

0-3000 m Above 
Ground CAPE 

162 Geopotential Height 
(gpm) No Level HGT 

163 
Effective Storm 
Relative Helicity  

(m2 s-2) 
Surface EFHL 

164 Critical Angle (degee) 0-5000 m Above 
Ground CANGLE 

165 Layer Thickness (m) 261 K – 256 K Level LAYTH 

166 Enhanced Stretching 
Potential 

0-3000 m Above 
Ground ESP 
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167 
Relative Humidity 

with Respect to 
Precipitable Water (%) 

Entire Atmosphere RHPW 

168 Land Cover Surface LAND 

169 Ice Cover Proportion Surface ICEC 

170 
Simulated Brightness 
Temperature GOES 
12, Channel 3 (K) 

Top of Atmosphere SBT123 

171 
Simulated Brightness 
Temperature GOES 
12, Channel 4 (K) 

Top of Atmosphere SBT124 

172 
Simulated Brightness 
Temperature GOES 
11, Channel 3 (K) 

Top of Atmosphere SBT113 

173 
Simulated Brightness 
Temperature GOES 
11, Channel 4 (K) 

Top of Atmosphere SBT114 
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CHAPTER 4 

 

CONCLUSION 

 

4.1 Research Summary 

The impacts of the global weather enterprise are far reaching, directly or 

indirectly affecting decisions made in all aspects of society and the economy. Accurate, 

accessible weather data are critical for not only the average person, but for the 

researchers, developers, and forecasters who are tasked with disseminating and 

communicating it. The primary focus of this work was to identify obstructions to progress 

or operational needs in high-stakes weather forecasting, research, or industry 

applications. In addition, this work addresses needs to post-process output from existing 

models to perform data analytics and optimize workflows. In this dissertation, we 

identified and addressed two distinct operational challenges: 1) Availability and accuracy 

of estimated precipitation during fire seasons in Alaska, and 2) Accessibility of high-

resolution numerical weather prediction model output for use in operational forecasting 

and machine learning workflows. 

 

4.1.1 IMERG-E Precipitation Estimates in Alaska 

This work began with the availability of IMERG version 06B, which for the first 

time, made IMERG precipitation estimates available poleward of 60° N/S. At high-
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latitudes, model output is coarse and in-situ observations are sporadic, making the spatial 

distribution of sensible weather parameters difficult to determine with any degree of 

accuracy (Huffman et al. 1997 Huffman et al. 2001; Kidd et al. 2017). The poor 

representation of atmospheric conditions is only made more challenging for vast 

landscapes with varying terrain and the potential for high-impact weather, as in the 1.718 

million km2 of land within the borders of Alaska. 

In Alaska, wildfire outbreaks are common in the summer months (June – August), 

especially in sparsely-populated areas of the interior where firefighting resources are 

limited (Partain et al. 2016). Forecasting and quantifying the wildfire potential is an 

incredible challenge across this enormous state with few observational resources, albeit a 

critical one, as the safety of firefighters depends on it. Forecasters and decision makers 

depend on metrics calculated using the CFFDRS, which relies on sensible weather 

parameters (temperature, moisture, wind, precipitation) as input. The most challenging of 

these parameters, daily precipitation, is arguably the most critical for accurate 

representation of fuel conditions and moisture content (Ziel et al. 2015; Pickell et al. 

2017). This work presented an alternative source of gridded precipitation input, global 

precipitation estimates derived from the near real-time IMERG-Early (IMERG-E) 

algorithm. 

The baseline accuracy of the IMERG-E algorithm was determined by comparing 

24-hour accumulated precipitation estimates to observations from in situ stations over six 

fire seasons (1 June-31 August 2014-2019). To account for the limited number of ground 

stations and varying spatial distribution of precipitation, we subset the stations and 

IMERG-E grid into quadrants demarcated by the 63ºN and 152ºW latitude and longitude 
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lines. For each region, the 24-hour IMERG-E precipitation estimates and station 

observations were aggregated to calculate comparable cumulative distributions functions 

and identify pertinent event magnitude and the corresponding percentile ranges. The 

IMERG-E estimates were validated as a function of season, geographical region and 

event magnitude percentile. We quantified the error in the IMERG-E estimates using the 

following statistical metrics: frequency bias, bias ratio, mean absolute error (MAE), and 

root-mean-square-error (RMSE).  

Upon evaluation, it was found that the IMERG-E algorithm consistently 

overestimated precipitation amounts for all percentile ranges and regions, with the 

exception of the Southeast region during the 2018 fire season. MAE and RMSE values 

were large for the highest percentile ranges (precipitation amounts), with the largest error 

values found in the eastern half of the state. The RMSE and MAE were found to be 

similar in magnitude during each fire season, which in this scenario, suggests the 

existence of a systematic wet bias in the algorithm at high-latitudes.  

Using precipitation estimates that have a known wet bias can result in an 

underestimation of fire potential, inaccurate communication of risk, or misallocation of 

critical resources. For this reason, we employed a bias correction method, regional 

quantile mapping, to address this bias in the IMERG-E precipitation estimates. The 

regional quantile mapping method allowed for correction of these estimates not only at 

the station locations, but for the entire grid. Following the bias correction, a seasonal 

cross-validation was performed to calculate the same error metrics as in the baseline 

verification. The employed bias correction method yielded promising results:  

1.  The systematic wet bias identified in the baseline IMERG-E validation was 



91 
 

 

considerably reduced. 

2. Frequency bias and bias ratio scores were improved, and in some regions and 

fire seasons, approached unity. 

3. The largest improvements in MAE and RMSE values were seen in the 

Northwest and Northeast geographical regions over all percentile ranges and 

event magnitudes.  

Overall, the corrected IMERG-E estimates proved to be valuable as a daily 

precipitation resource in Alaska. Studies have noted that satellite-derived precipitation 

estimates may not be adequate for representing in complex terrain (Lundquist et al. 

2019), and given the lack of measurements in mountainous areas, a quantile mapping 

correction would likely be ineffective in those areas. The IMERG-E precipitation 

estimates could be a viable option for computing indices describing fire potential and fuel 

conditions in Alaska, if the underlying wet bias can be reduced.  

Future work to evaluate precipitation estimates derived from later iterations of the 

IMERG algorithm would be beneficial to bolster the case for potential use in operational 

fire weather applications. An expansion of the regional quantile mapping method using 

less arbitrary regional boundaries would be of considerable interest and could be done by 

grouping stations with similar average seasonal precipitation. IMERG estimates have 

now been reprocessed using retrievals from the Tropical Rainfall Measurement Mission 

era, extending the potential period of record for calculating distributions for bias 

correction methodologies.  
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4.1.2 The HRRR-Zarr Archive 

The second half of this work addressed the issues concerning accessibility of 

high-resolution numerical weather prediction model output for use in operational 

forecasting and machine learning workflows. Recent advances in computing power have 

enabled numerical weather prediction models to be run more frequently and at higher 

spatial resolutions, rapidly increasing the velocity and volume of available data, while 

end users struggle to keep up (Benjamin et al. 2018; Giuliani et al. 2020; Yao et al. 

2020). Output from numerical weather prediction models are typically stored in file 

formats such as GRIB2 and netCDF which are efficient for transporting and compressing 

large amounts of data, but require considerable computational resources to store, process, 

and analyze. These challenges have forced operational forecasters and researchers to 

make pragmatic decisions regarding which models, parameters, and periods of record are 

feasible to store and disseminate for operational applications.  

The NOAA Big Data Program (BDP) was established in 2015 to address the 

issues related to the accessibility of the increasing volume of operational model output 

produced each day in that agency. This program involved partnerships with several IaaS 

providers (e.g., AWS, Google Cloud Platform, IBM, and Microsoft Azure) that have the 

capacity to store massive datasets and provide compute resources for users to post-

process them without leaving the IaaS environment (Molthan et al. 2015; Siuta et al. 

2016). In an effort to address this operational need and build upon the NOAA BDP 

initiative, we present a workflow for converting the HRRR model archive originally 

managed by the University of Utah (Blaylock et al. 2017; Blaylock et al. 2018), to a 
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flexible, cloud-compatible file format, Zarr. In addition to the NOAA BDP, the 

conversion of the HRRR GRIB2 dataset was made possible by the Amazon Sustainability 

Data Initiative. 

The resulting dataset, HRRR-Zarr, is a solution to the data bottleneck problem 

that occurs as a result of repeated access of GRIB2 files for high-throughput applications 

such as machine learning and operational forecasting. The HRRR-Zarr archive is stored 

in an S3 bucket with the unique identifier “hrrrzarr”, and for each model run contains a 

set of analysis (F00) and forecast files (F01 up to F48) that are composed of 173 surface 

parameter arrays divided into 96 regional chunks. Each HRRR-Zarr file contains nearly 

17,000 tiny objects that can be accessed individually or simultaneously.  

Using HRRR-Zarr data files, we demonstrated the following workflow examples 

for analyzing large amounts of sensible weather parameters: 

1. Assembling location-specific time series of forecast data over a range of 

model runs, 

2. Identifying consistencies and differences among many model forecasts for the 

same valid time, 

3. Calculating empirical cumulative distributions for sensible weather parameter 

over multiple years, 

4. Identifying model forecasts that predict extreme conditions relative to typical 

conditions from recent years. 

In addition to illustrating optimized workflows for big data applications, we have 

contributed to making the HRRR-Zarr archive accessible to end users across disciplines 

regardless of computational or storage resources through the Amazon Open Data 
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Registry program.  

 The GRIB2 to Zarr conversion of the HRRR model archive is a first step to make 

model data more accessible to end users. As technology and computational power 

continues to advance, the inevitable path of numerical weather prediction models is 

towards probabilistic guidance from ensemble forecasting systems (Frogner et al. 2019; 

Schwartz et al. 2019). Ensemble models introduce an additional data dimension (number 

of members), which compounds the volume of data produced by each model run. Plans 

are being developed for GRIB2 to Zarr conversion of model output from an ensemble 

forecast system such as the NOAA Global Ensemble Forecast System (GEFS), which are 

also available through the NOAA BDP and the Amazon Sustainability Initiative. 

Additional work to streamline a Zarr conversion process in the cloud environment would 

benefit users who want the flexibility to customize a Zarr file structure for their own 

purposes. Utilizing the Zarr format as an alternative file structure for the vast amount of 

numerical weather prediction output may help expand its already wide reach to data 

scientists in other disciplines, while optimizing workflows for end users throughout the 

weather enterprise. 
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